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Recommender Systems

* https://www.jaist.ac.jp/english/laboratory/cci/huynh.html
** Koufteros, Vonderembse, & Jayaram, 2005 
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Multimodal data

U"lize all available, relevant informa"on obtained from mul"ple sources to
autonomously and con"nually provide decision making informa"on that is 
specific to applica"on needs, while being able to adapt to uncertain"es in a 

open-world environment

* https://www.jaist.ac.jp/english/laboratory/cci/huynh.html
** Koufteros, Vonderembse, & Jayaram, 2005 



Challenges
• Extracting decision-making information from multimodal data requires 

finding common representation for source and context, fulfilling 
current needs from incomplete data, and predicting future needs. 
Solution:

– Exploiting entity-centric higher-level semantic concepts, RESTful indexing, 
relational queries, and distributed stream-processing for building multimodal 
query engines

– Exploiting inherent semantic and stylistic properties for task-specific features

– Exploiting encapsulation properties of view-based data integration to gain 
scalability
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Challenges
• Knowledge management requires data integration and inconsistency resolution. 

Data integration approaches need to adapt to exact and approximate matches, 
novel data sources, and continual learning. This often faces the issue of lack of 
annotation data.
Solution: 

– Find novel sources of supervision other than relevance labels

– Exploiting representation learning to capture the interconnected nature of semantic 
features

• Multimodal information retrieval, collaborative learning, or feature extraction models 
with multimodal data assumes closed-world fixed models and needs re-learning.
Solution:

– Characterize, detect, and tackle novelties in dynamic data-driven applications, 
datasets, and in agent-based systems, such as in planning domains
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7

• Scalable, real-time, feature-centric Situational Knowledge extraction and dissemination framework with 
a multi-modal relational knowledge base that can fulfill current and future data needs from incomplete and 
disaggregate data sources

– A novel text attribute detection model using language representation models and syntactic properties 

– A Video Querying System with human-in-the-loop, Find-Them, and two novel MMIR datasets

– A View-based Data Integration using relational structure of RDBMS and SQL Queries

• Flexible, scalable, representation-invariant learning models for data integration, relevance-ranking, and 
similarity matching

– Coordinated representation learning with graph matching and a novel distance metric for data objects

– Relevance learning using weak supervision

• Novelty Characterization, Detection, and Adaption in Multimodal Information Retrieval, distributed AI 
systems, and in planning domains

– A novel intrinsic complexity metric for distributed AI applications in perception domains

Contributions
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Contributions

This work’s 
contribution

Part II
Understand 

Uncertainties in Open-
world

Part I
Deal with Challenges of 
Multimodal Information 

Extraction in Open-world

Seek to move forward Data-Driven Decision 
Making in real-word applications



Contribution #1: 
Situational Knowledge 
Extraction on Demand

Use Case 1: Video Querying With A Human-in-the-Loop (SurvQ) 
Use Case 2: Applying ML and Data Fusion to the Missing Person 

Problem (Find-Them)
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• Multimodal Information Retrieval (MMIR)
– Fails to process streaming data as it ingests

– Limited to modality-specific transformers due to low-level feature extraction

– Do not consider context information in relevance matching

– User preference or mission need is not considered, and is not dynamic

• Difference between MMIR benchmark datasets and real-world datasets
– Noisy, lacks relevance labels, heterogenous

• Use cases: Video Feed Querying and Missing Person Search
– Involve manually-performed investigations of large amount of multimodal data, 

especially video data, for a specific mission need

11

Problem Statement and Motivation
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Problem Statement and Motivation

Determine relevant informa,on from heterogeneous 
and mul$modal data, both at-rest and streaming, 
either complete or incomplete, with scalability to 
large amounts of data and based on mission needs 
and user provided context.
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healthcare, robotics perform multi-modal data fusion for 
situational knowledge [1-4]
– Often structured or just textual data
– Does not allow user to mention information need

– Not generalizable across applications

• Visual QA, Missing person search [5-6, 19-20]
– Limited to visual modality, and only textual augmentation

– Query cannot be made with image or video data example

– Does not search from streaming data

• Query-driven approaches for knowledge bases [10-14]
– Text data driven knowledge base built by queries [10]
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• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 
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• High-level Semantic Feature for Data 
Representation
– Interpretability
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– Compatibility with SOTA models

• Context Representation
– User uploads example or semantic 

features
– Query-by-example or Query-by-feature

* https://www.nature.com/articles/505146a 



Solutions

14

• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 



Solutions

14

• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 



Solutions

14

• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 

Replicable, Fault tolerant, 
Scalable and Continuous



Solutions

14

• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 



Solutions

14

• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 



Solutions

14

• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 

Multimodal Query Engine



Solutions

14

• Generalizable representation for content and 
context
– Using low level features vs high level semantic 

features
– Connect user information need with the 

representation

• Novel method digesting both streaming and at-
rest data and creating a stable ingest process for 
data 

• Scalable Data integration and Data Storage 
process to petabytes of data

• Creating adaptable knowledge base using 
historical queries and user preference

• Methodology to fulfill current needs with existing 
incomplete modalities and deliver data as it 
arrives

* https://www.nature.com/articles/505146a 

Multimodal Query Engine

• knowledge ≡	relational data and SQL queries on the data
• persist for lifetime of knowledge base and grow with 

additional user interests
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• Multimodal Query Engine
– Feature Extraction
– Data Integration and Relevance 

Learning 

• Challenges
– Different Schema /  Feature-name in 

different modalities

• Solution
– View-based Data Integration
– Schema Mapping
– SQL-JOIN
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Feature Extraction 
(ML/NLP)

NLP (Text): Pattern Recognition, 
Question Answering, TL, LDA/LSI, 

Word2Vec, SBERT

Data type Processors

Vision (Video): YOLO, Color 
Analysis, Transfer Learning (TL)

1

2

Users’ queries
Heterogeneous Data Streams

Mapped and Fused Knowledge 
Feature Indexed Data
Relevant Multi-modal Result

3

54

Schema Mapping and Fusion 

Data Capture

Video

Text

Tweets

Video sources
(CCTV, mobile, 

others)
Video serverIngest 1-min

mp4 segments

Store raw
video footage

Store video
metadata Central DB

Cold storage
UI Web 
Server

Create queries,
triggers

Relevant
video

Store Raw Video
and Documents;

Central DB
Cold 
Storage

Data Retrieval

Features
F1, F2, ……, Fn

Create Queries, Triggers
Q1, Q2, Q3, ......., Qk-1, Qk

6

6

7

8

Relevance Modeling & Data Fusion
Knowledge 
Base for User 
Modeling

Physical 
Schema

Entities
Attributes

Relationships

Logical 
Schema

T1 ⨝ T2 ⨝ T3 …… ⨝ Tk-1 ⨝ Tk

P1 < Q2, Q3, Q7 >
P2 < Q1, Q4, Q7 >
………….
Pm < Qi, Qp, ….., Qj >

Kafka 
Consumers

SKOD Architecture

17

• Main Components
– Data Capture and Ingestion

• Broker
• RDBMS data store

– Multimodal Query Engine
• Feature Extraction
• Knowledge Modeling

– Relevance Learning
– Data Fusion

– Data Retrieval
• Triggers
• Cache, MRQ
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Key Phrases 
describing Attributes

Classification Task
On SentencesSBERT NLI 

Classifier
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ADJ Noun

ADJ Noun

VBG
NP

POSID

Generalize for any 
domain 

Based on Key Phrases
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• Two Use Cases
– Video Querying System
– Finding Missing Persons

• GCP for hosting
– Data Storage (Postgres)
– Property Identifiers
– 9 Compute Engines
– 1 SQL instance, 1 Storage Bucket

• Video Feature Extractor Benchmark
– OS: Linux Ubuntu 18.04
– GPU: Tesla K80 with 12GB Memory
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Demo + Evaluation Setup

24

The goal is to demonstrate the feasibility of the proof of 
concept with real use cases deployed using SKOD 

• Two Use Cases
– Video Querying System
– Finding Missing Persons

• GCP for hosting
– Data Storage (Postgres)
– Property Identifiers
– 9 Compute Engines
– 1 SQL instance, 1 Storage Bucket

• Video Feature Extractor Benchmark
– OS: Linux Ubuntu 18.04
– GPU: Tesla K80 with 12GB Memory
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• Data Annotation
– Gender, Race, Age, Hair Color, 
– Clothing (jacket/pants/jeans) and Cloth-

details
– Multiple persons are described in same 

document and annotated separately
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• Real World Datasets
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• West Lafayette, IN
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Location
• Real World Datasets
• Cambridge, MA
• West Lafayette, IN
• WLPD

Types of Data
• Traffic Camera Video
• Dashcam Video
• Incident Reports 
• Officer narrative
• Press Release 
• Newspaper Articles
• Tweets
• City Management Data 

(Structured Data)

Dataset Size
• ~600K tweets
• 100+ hours of 

dashcam video 
• 10+ hours of Traffic 

Cam Video
• 2000+ pairs 

Multimodal Data
• WLPD
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Experimental Results and Findings
RQ1: Which is a better representation of tokens for finding key phrases – lexical or contextual model?

Findings: Wordnet understands similarity in meaning better than word2vec, as we can see we lowered 
threshold for word2vec quite a lot, but still Wordnet + POS worked better.

* Solaiman et al., Feature-centric Multimodal Information Retrieval (FemmIR), submitted in SIGMOD 2023
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Experimental Results and Findings
RQ2: Similarity Search or Classification – which model identifies 𝐶!	better?

Findings: Although SBERT identifies lesser number of relevant items than similarity search with WordNet, 
higher recall indicates SBERT identified lesser number of irrelevant data than WordNet. 

* Solaiman et al., Feature-centric Multimodal Information Retrieval (FemmIR), submitted in SIGMOD 2023
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* Solaiman et al., Feature-centric Multimodal Information Retrieval (FemmIR), submitted in SIGMOD 2023
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Experimental Results and Findings
RQ3: Does the stacked model increase the possibility of finding 𝐶!	(Regex Effect)?

* Solaiman et al., Feature-centric Multimodal Information Retrieval (FemmIR), submitted in SIGMOD 2023

Findings: Most definitely Regex search combined with another layer of WordNet/SBERT increases the 
possibility of finding the correct 𝐶!	as unstructured text will most definitely would have noisy texture and style.



RQ4: Which one is the best method for video attribute detection in Person Querying System?

34

Experimental Results and Findings

* K. Solaiman, T. Sun, A. Nesen, B. Bhargava and M. Stonebraker, "Applying Machine Learning and Data Fusion to the Missing Person Problem" in 
IEEE Computer, vol. 55, no. 06, pp. 40-55, 2022.

Findings: 
• If only static features are of interest i.e., gender, CNN-based object detectors are enough.
• If static and dynamic features (have effects from time and space) are of interest, CNN with temporal 

attention works better.  

* MARS (Motion Analysis and Re-identification Set)

s
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RQ4: Which one is the best method for video attribute detection in Person Querying System?

34

Experimental Results and Findings

* K. Solaiman, T. Sun, A. Nesen, B. Bhargava and M. Stonebraker, "Applying Machine Learning and Data Fusion to the Missing Person Problem" in 
IEEE Computer, vol. 55, no. 06, pp. 40-55, 2022.

s

Findings: 
• Color Sampling can be a good solution for cold start problem, but compared to neural network models the 

performance is weak.

Resnet50 needed 513 minutes and temporal a4en5on model 
needed 1073 minutes for training



RQ4: Which one is the best method for video attribute detection in Person Querying System?

Findings: 
• On average, CNN with temporal attention is a better method for human attribute detection from videos.

34

Experimental Results and Findings

* K. Solaiman, T. Sun, A. Nesen, B. Bhargava and M. Stonebraker, "Applying Machine Learning and Data Fusion to the Missing Person Problem" in 
IEEE Computer, vol. 55, no. 06, pp. 40-55, 2022.

s

Resnet50 needed 513 minutes and temporal attention model 
needed 1073 minutes for training



RQ5: Will SKOD / SurvQ be performant enough to handle an urban camera deployment, including the 
West Lafayette use case? 

35

Experimental Results and Findings

* M. Stonebraker et al, Surveillance Video Querying with a Human-in-the-loop, in HILDA, SIGMOD 2020 

• In SurvQ, a trigger function for each incident is 
invoked every time YOLO results are inserted. 

• YOLO runs on 60 frames per minute
• Avg. 5 persons per frame
• At most 200 video sources
• ~ 60 * 5 * 200 = 60000 inserts per minute
• Handle under 60 seconds
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RQ5: Will SKOD / SurvQ be performant enough to handle an urban camera deployment, including the 
West Lafayette use case? 

35

Experimental Results and Findings

* M. Stonebraker et al, Surveillance Video Querying with a Human-in-the-loop, in HILDA, SIGMOD 2020 

Findings: Since avg time/60K inserts is well under 60 seconds, we can most definitely say the trigger 
invocation can easily keep up, and so would SKOD.

• In SurvQ, a trigger function for each incident is 
invoked every time YOLO results are inserted. 

• YOLO runs on 60 frames per minute
• Avg. 5 persons per frame
• At most 200 video sources
• ~ 60 * 5 * 200 = 60000 inserts per minute
• Handle under 60 seconds



RQ6: Can SKOD framework be generalized?

36

Experimental Results and Findings

• S. Palacios and K. Solaiman** et al. SKOD: A Framework for Situational Knowledge on Demand. In  Poly 2019, at VLDB 2019, August 2019. 
• M. Stonebraker et al, Surveillance Video Querying with a Human-in-the-loop, in HILDA, SIGMOD 2020.
• K. Solaiman, T. Sun, A. Nesen, B. Bhargava and M. Stonebraker, "Applying Machine Learning and Data Fusion to the Missing Person Problem" in IEEE Computer, vol. 55, no. 06, pp. 40-55, 2022.

Urban Information 
System

Video Querying System



RQ6: Can SKOD framework be generalized?

36

Experimental Results and Findings

• S. Palacios and K. Solaiman** et al. SKOD: A Framework for Situational Knowledge on Demand. In  Poly 2019, at VLDB 2019, August 2019. 
• M. Stonebraker et al, Surveillance Video Querying with a Human-in-the-loop, in HILDA, SIGMOD 2020.
• K. Solaiman, T. Sun, A. Nesen, B. Bhargava and M. Stonebraker, "Applying Machine Learning and Data Fusion to the Missing Person Problem" in IEEE Computer, vol. 55, no. 06, pp. 40-55, 2022.

Missing Person Search
Find-Them

solving missing person
problem + Vt's 1947 

cold case
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Research Contributions
• Novel scalable, real-time situational knowledge extraction and dissemination 

engine that can process multi-modal knowledge and can deliver information need 
over time from temporarily absent modalities

• First attribute recognition model from unstructured large text

• Novel real-world datasets for multimodal information retrieval with image, text and 
video

• Prototypes with a variety of applications

• Surveillance Video Querying 
• Finding Missing Persons
Ø Medical Triage, Search and Rescue in Disasters, Classroom teaching
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Research Contributions
• Novel scalable, real-time situational knowledge extraction and dissemination 

engine that can process multi-modal knowledge and can deliver information need 
over time from temporarily absent modalities

• First attribute recognition model from unstructured large text

• Novel real-world datasets for multimodal information retrieval with image, text and 
video

• Prototypes with a variety of applications

• Surveillance Video Querying 
• Finding Missing Persons
Ø Medical Triage, Search and Rescue in Disasters, Classroom teaching

Impact: SKOD can automate open problems that required 
large-scale human endeavor and resources, including in 

data discovery and decision-making



Contribution #2: Label 
Independent Data 

Integration
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Problem Statement and Motivation

39

• Desirable properties for Data Integration in Decision Making
– Generalizable across modalities

– Learnable and should use past experiences

– Scalable 

• Data Integration for SKOD should
– Consider context information (query example) in relevance matching

– Use high-level semantic features to be compatible with SKOD framework

– Have Approximate matching and Ranking

– Correlation learning, Metric learning, Encoding Networks fail to do so for situational 
knowledge, and rely on labels
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Problem Statement and Motivation

39

Retrieve a ranked list, 𝑹	 = 	 (𝒅𝒙𝟏 , 𝒅𝒙𝟐 , …𝒅𝒙𝒕)	of 𝑡 data-samples from all 
available modalities satisfying 𝑃𝑅𝑂𝑃	(𝒅𝒎), where 𝒅𝒎 is query data. 
𝑃𝑅𝑂𝑃	(𝒅𝒋)	is a relation that maps a data-sample 𝒅𝒋	to a set of features.

Relevance SIM (𝒅𝒙𝒄  , 𝒅𝒎) is scored based on the degree of common 
features between the data-object 𝒅'% 	in the ranked list, and the query 
data 𝒅𝒎, 𝑷𝑹𝑶𝑷 𝒅𝒎 	∩ 𝑷𝑹𝑶𝑷 (𝒅𝒙𝒄). 

0 ≤ SIM (𝒅𝒙𝒄  , 𝒅𝒎) ≤ 1. 
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Content Edit Distance (CED)

41

Different nodes and 
edges has different 

change cost
Feature replacement 

cost is an input

GED calculation 
algorithms (A*-

search, VJ, or Beam) 
speed increase with 

#nodes

HARG is variable 
sized

Edge replacement 
cost considers both 
participating nodes

Multi-valued features 
need change cost, 

not replacement cost

* SimGNN: A Neural Network Approach to Fast Graph Similarity Computation. Yunsheng Bai, Hao Ding, Song Bian, Ting Chen, Yizhou Sun, Wei Wang. WSDM, 2019.
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Content Edit Distance (CED)

42

• Cost-matrix updates for 
replacement cost:
• Different objects on same level: ∞
• Single object cost: 

• # mismatched feature values of the 
object

• Edge replacement cost: 
• Wu-Palmer distance between Synsets 

of two node values
• More dissimilar in meaning, more 

cost

• Cumulative Munkres
• Each data can contain multiple 

objects
• Add that cumulative info to root
• Add the dependency information into 

the cost-matrix
• Levels from HARG

• Parent EPL-vertices assignment 
cost are added to child EPL-
vertices, starting from EPL-
vertices in level-1. 



CED Approximation as Function

43

• Munkres algorithm has a polynomial 
time complexity. 

• We adopt an approximation model 
for GED

• Graph Convolutional Network 
(GCN)
– representation-invariant
– Inductive

• Neural Tensor Network

• Kipf, Thomas N., and Max Welling. "Semi-supervised classification with graph convolutional networks." arXiv preprint arXiv:1609.02907 (2016).
• Y. Bai, H. Ding, S. Bian, T. Chen, Y. Sun, and W. Wang, “Graph edit distance computation via graph neural networks,” arXiv preprint arXiv:1808.05689, 2018 
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Evaluation Setup
• Ground truth

– Ranked data in ascending order of penalties for mismatched features

– Penalties for mismatched features: 

• rcost(top-color) = 1, rcost(bottom-color) = 2, and rcost(gender) = 3

– Higher the penalty, higher the importance

• For Munkres, API from clapper*

• For model architecture,  
– Hyperparameters: initial node representation, GCN layer #, NTN layer # (K)

– We conduct all the experiments on a single machine with Linux Ubuntu 18.04 and 
one Nvidia Titan GPU. 

46 * https://software.clapper.org/munkres/api/index.html
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• For evaluation, 

– We consider data samples with CED < 3 in comparison to the query object, as 
relevant for that query. This would return contents where persons only with color 
mismatches are found. 
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Experimental Results and Findings
RQ1,2: How is FemmIR comparable to EARS? Are the performance of our proposed data integration 
methods comparable to SOTA methods on different MMIR benchmark datasets?

* Solaiman et al., Feature-centric Multimodal Information Retrieval (FemmIR), submitted in SIGMOD 2023
** Hu, Peng, et al. "Scalable deep multimodal learning for cross-modal retrieval." Proceedings of the 42nd international ACM SIGIR conference on 
research and development in information retrieval. 2019.
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Experimental Results and Findings
RQ1,2: How is FemmIR comparable to EARS? Are the performance of our proposed data integration 
methods comparable to SOTA methods on different MMIR benchmark datasets?

* Solaiman et al., Feature-centric Multimodal Information Retrieval (FemmIR), submitted in SIGMOD 2023
** Hu, Peng, et al. "Scalable deep multimodal learning for cross-modal retrieval." Proceedings of the 42nd international ACM SIGIR conference on 
research and development in information retrieval. 2019.

Findings: If we have a feature extractor with a good performance, such as the text feature extractor, EARS 
and FemmIR can perform similarly or better to other retrieval models.
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Experimental Results and Findings

• Findings: As the precision-recall curve shows, the results are consistent with our mAP scores. For text 
modality EARS has near perfect result.  For other modalities, FemmIR is performing closely to EARS.

Text à TextVideo à Text

• RQ3: Can FemmIR approximate CED closely to an exact method like EARS?

* Solaiman et al., Feature-centric Multimodal Information Retrieval (FemmIR), submitted in SIGMOD 2023
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Research Contributions
• Novel multi-modal information retrieval approach to retrieve ranked result to information need 

expressed as Query-by-Example and Query-by-Properties. 

• Novel edit distance metric, CED, to measure the amount of difference between two data samples 
based on their semantic features. 

• Graph coordinated representation learning approach leverages a neural-network based graph-
matching technique to capture the interactions between the query example and the streaming data 
features, with a weak supervision from CED.

• Two novel MMIR datasets using MARS, InciText, and PCAM 

• Prototype and evaluation
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Research Contributions
• Novel multi-modal information retrieval approach to retrieve ranked result to information need 

expressed as Query-by-Example and Query-by-Properties. 

• Novel edit distance metric, CED, to measure the amount of difference between two data samples 
based on their semantic features. 

• Graph coordinated representation learning approach leverages a neural-network based graph-
matching technique to capture the interactions between the query example and the streaming data 
features, with a weak supervision from CED.

• Two novel MMIR datasets using MARS, InciText, and PCAM 

• Prototype and evaluation

Impact: FemmIR can be used for data discovery, data 
fusion, and Explainable multimodal data retrieval



Contribution #3: 
Intrinsic Domain 

Complexity Estimation
Distributed AI Systems in 

Open-World Perception Domain 

53



• Complexities of well-known games

• Intrinsic domain complexity estimation in planning domains

• Distributed Learning Environment [1, 2]

• Novelty Measurement, Characterization, Adaptation and Detection 
[Alspector21, Boult22ab, Doctor22, Jafar20, Kim20, Langley20, 
Peng21, Molineux21] 

Problem Statement and Motivation

54
1. McMahan, H.B., Moore, E., Ramage, D., Hampson, S., y Arcas, B.A., 2017. Communication-efficient learning of deep networks from decentralized data, in: Proceedings of the 20th International Conference on Artificial Intelligence and Statistics (AISTATS)
2. Reddi, S., Charles, Z., Zaheer, M., Garrett, Z., Rush, K., Konečn`y, J., Kumar, S., McMahan, H.B., 2020. Adaptive federated optimization.



• Complexities of well-known games

• Intrinsic domain complexity estimation in planning domains

• Distributed Learning Environment [1, 2]

• Novelty Measurement, Characterization, Adaptation and Detection 
[Alspector21, Boult22ab, Doctor22, Jafar20, Kim20, Langley20, 
Peng21, Molineux21] 

Problem Statement and Motivation

54
1. McMahan, H.B., Moore, E., Ramage, D., Hampson, S., y Arcas, B.A., 2017. Communication-efficient learning of deep networks from decentralized data, in: Proceedings of the 20th International Conference on Artificial Intelligence and Statistics (AISTATS)
2. Reddi, S., Charles, Z., Zaheer, M., Garrett, Z., Rush, K., Konečn`y, J., Kumar, S., McMahan, H.B., 2020. Adaptive federated optimization.



• Complexities of well-known games

• Intrinsic domain complexity estimation in planning domains

• Distributed Learning Environment [1, 2]

• Novelty Measurement, Characterization, Adaptation and Detection 
[Alspector21, Boult22ab, Doctor22, Jafar20, Kim20, Langley20, 
Peng21, Molineux21] 

Problem Statement and Motivation

54
1. McMahan, H.B., Moore, E., Ramage, D., Hampson, S., y Arcas, B.A., 2017. Communication-efficient learning of deep networks from decentralized data, in: Proceedings of the 20th International Conference on Artificial Intelligence and Statistics (AISTATS)
2. Reddi, S., Charles, Z., Zaheer, M., Garrett, Z., Rush, K., Konečn`y, J., Kumar, S., McMahan, H.B., 2020. Adaptive federated optimization.



Intrinsic Perception Domain Complexity

Dimensionality
1) Environment complexity (EC)
• Dataset size * Reduced Dimension Size + # Labels
2) Intrinsic dimensionality (ID)

Sparsity 

1) Environment representation
• as few components as possible
• as much information as possible 
2) Principal Component Analysis (PCA)

Heterogeneity 
- Diversity in Dataset
- Entropy
- Shannon Entropy

1. Batty, M., Morphet, R., Masucci, P., Stanilov, K., 2014. Entropy, complexity, and spatial information. Journal of Geographical Systems 16, 363–385. URL: https://doi.org/10.1007/s10109-014-0202-2, doi:10.1007/s10109-014-0202-2.
2. Tenenbaum, J.B., Silva, V.d., Langford, J.C., 2000. A global geometric framework for nonlinear dimensionality reduction. science 290, 2319–2323.
3. Wurst, J., Fernández, A.F., Botsch, M., Utschick, W., 2020. An entropy based outlier score and its application to novelty detection for road infrastructure images. CoRR abs/2005.13288
4. Mairal, J., Bach, F., Ponce, J., 2014. Sparse modeling for image and vision processing. 



Federated Learning Complexity

56

• FL training environment as Tree-based 
solution
• Each path has own complexity

• Complexity of Federated Learning tree, 
𝐹(𝑑, 𝑋)
– 𝐹(𝑑) relies on # distinct entities, d
– 𝐹 𝑋  relies on # participating entities, n

• Intuition
– As #participating-entities increases, 

intrinsic complexity increases, and so 
the effect on 𝐹(𝑑, 𝑋)

– More distinct entities in different 
servers, more complex

• Federated master selects from multiple 
different paths in the learning tree 
based on the availability of the entities. 

• Objective of federated master 
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Evaluation Setup
Datasets

–MNIST handwritten digit [202], Fashion-MNIST [203] and EMNIST-digits [204]
–70K images, with 60K train, 10K test, 28 X 28 pixels

Windows Intel core i7-8th generation with 16 GB of memory 

Probenet as Federated Complexity Benchmark (Shallownet)
–5 distinct federated clients in the learning environment, where each client contains non-identical local data. 
–Identical shallow ProbeNet model for each client and the federated server relies on the FedAvg algorithm for each 

global update. 
–Effort represents the number of communication rounds in the federated learning context. 
–Local iteration for each client is 1, and each client contains similar amount of data, allowing us to ignore possible data 

amount disparity. 
–For each experiments, we run 100 communication rounds. 

1. F. Scheidegger, R. Istrate, G. Mariani, L. Benini, C. Bekas, and C. Malossi, “Efficient image dataset classification difficulty estimation for predicting deep-learning accuracy,” The Visual Computer, vol. 37, 2021. 



Experiment Results and Findings
• RQ1: Is there a complexity order for the MNIST datasets in terms of the 

proposed metrices in singular environment?

59
* S. Islam and K. Solaiman**, R. Oliveira, B. Bhargava, Domain Complexity Estimation for Distributed AI Systems in Open-World Perception 
Domain, Artificial Intelligence (Open-World AI), July 2023. 
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59

Findings: 
1. Handwritten- MNIST is the least complex and Fashion-MNIST is the most, seen by their variation, and 
EMNIST-digits is between both. 
2. Sparsity at r2 = 95% implies that Fashion-MNIST requires a lot of sparse components for explaining 
variances in between 80% and 95%. 
3. At variance threshold = 0, Fashion-MNIST doesn’t include many zeros over the data set, whereas if we 
consider pixel value 90 as threshold, it still has the largest environment complexity. 

* S. Islam and K. Solaiman**, R. Oliveira, B. Bhargava, Domain Complexity Estimation for Distributed AI Systems in Open-World Perception 
Domain, Artificial Intelligence (Open-World AI), July 2023. 



Experiment Results and Findings
• RQ2,3: How does Federated Environment Complexity f(d) effects the overall 

distributed learning complexity?
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Five values of d: 1 – 5
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* S. Islam and K. Solaiman**, R. Oliveira, B. Bhargava, Domain Complexity Estimation for Distributed AI Systems in Open-World Perception 
Domain, Artificial Intelligence (Open-World AI), July 2023. 
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Findings:
1. For easier handwritten-MNIST, accuracy is higher, and effort is lower than fashion-MNIST. 
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Experiment Results and Findings
• RQ2,3: How does Federated Environment Complexity f(d) effects the overall 

distributed learning complexity?

60

Findings:
1. For easier handwritten-MNIST, accuracy is higher, and effort is lower than fashion-MNIST. 
2. As the value of f(d) increases, accuracy decreases, in line with the benchmark classifier. 
3. As f(d) increases, the effort increases, while the intrinsic features (at 60% var. thres.) remains identical. 

Five values of d: 1 – 5

Federated Intrinsic Complexity f(x) follows 
the same pattern for Heterogeneity and 
Sparsity

* S. Islam and K. Solaiman**, R. Oliveira, B. Bhargava, Domain Complexity Estimation for Distributed AI Systems in Open-World Perception 
Domain, Artificial Intelligence (Open-World AI), July 2023. 



Experiment Results and Findings
• RQ4: Is Federated Complexity Metric correlated to Accuracy?
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Five values of d: 1 – 5

* S. Islam and K. Solaiman**, R. Oliveira, B. Bhargava, Domain Complexity Estimation for Distributed AI Systems in Open-World Perception 
Domain, Artificial Intelligence (Open-World AI), July 2023. 



Experiment Results and Findings
• RQ4: Is Federated Complexity Metric correlated to Accuracy?

61

Findings:
1. Federated complexity is correlated with accuracy with R2 value of 0.85. 
2. We can see they are negatively correlated, so increase in F(d,X) will decrease the accuracy
3. So, F(d,X) can be considered as a standard metric for evaluating federated learning complexity. 

Five values of d: 1 – 5

* S. Islam and K. Solaiman**, R. Oliveira, B. Bhargava, Domain Complexity Estimation for Distributed AI Systems in Open-World Perception 
Domain, Artificial Intelligence (Open-World AI), July 2023. 



Research Contributions
• Novel framework to measure the inherent complexity of the perception 

domain – with upper and lower limits, including non-linearity

• Novel complexity measurement metric for distributed federated 
environment in perception domain

• Extensive experiments on MNIST, Fashion-MNIST, and EMNIST-digits in 
distinct distributed settings and performed ablation study to measure the 
impact of each components of our proposed metric on the distributed domain 
complexity

62



Contribution #4: Novelties 
in Multimodal Information 

Retrieval
Weakly Supervised Joint Embedding for Multimodal 

Information Retrieval

63



Problem Statement and Background
• How does novelties happen for MMIR?

• How does novelties affect multimodal data?

• Data Integration with Weak Supervision

• Data Shifts

64
1. B. Liu, E. Robertson, S. Grigsby, and S. Mazumder, Self-initiated open world learning for autonomous ai agents, 2021. 
2. J. G. Moreno-Torres, T. Raeder, R. Alaiz-Rodríguez, N. V. Chawla, and F. Herrera, “A unifying view on dataset shift in classification,” Pattern Recognition, vol. 45, no. 1, pp. 521–530, 2012, issn: 0031-3203.
3. https://gsarantitis.wordpress.com/2020/04/16/data-shift-in-machine-learning-what-is-it-and-how-to-detect-it/ 
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Prior Shift: Distribution change of class-
label variable, or relevance-label variable, 
or weak-feature variable (including no 
weak feature).

Concept Drift: Can be temporal effect 
or user requirement change over time.

Covariate Shift: Change in application 
domain with same modalities, or user 
writes queries differently.

Additional Novelties: Data samples that do not 
belong to any modality that the framework can 
handle.
Close to concept drift 
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• Contrastive Learning
• Multi-task Learning
• Joint Objective Function



Novelty Detection in WesJeM
• Data information network is used to detect the changes during post-novelty 

inference. 

• Novel Instance. 
– A test instance 𝑥 is novel if 𝐺(𝑉!"#$% , 𝐸) is different from 𝐺 𝑉!"# 	, 𝐸 .	

– Considering a knowledge base for the weak features during training (𝐴"#), if weak 
features are absent in 𝐴"# during testing, the instance is novel.

Topics
Similarity Label
Entities
Events
Other Features
Embedding

(𝐴!)

(𝑥!)(𝑥")



• 20 Newsgroups Dataset

• Baseline: LSA, LDA

• Unimodal: Documents

• Measures inter-similarity and intra-
similarity between two halves of 
different documents

• Different Negative Sampling 
Heuristics

Results for Topics-Topics Objective Function
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• 20 Newsgroups Dataset

• Baseline: LSA, LDA

• Unimodal: Documents

• Measures inter-similarity and intra-
similarity between two halves of 
different documents

• Different Negative Sampling 
Heuristics

We proposed a weakly supervised model with an 
adaptation compatibility to different types of 
novelties encountered in Multimodal Information 
Retrieval without completely re-learning

Results for Topics-Topics Objective Function



Future Works
• User Preference Modeling

– How to model users’ information need in a robust and efficient manner?

– user requirement is not always obvious or explicitly stated

– user can be interested in multiple types of events and knowledge bases with varying 
probabilities

– Learning algorithms need to adapt to changing user preferences with time

• Trust and Privacy
– How to avoid bias, increase trust and privacy in recommended results?

• How to build data management strategies that leverages multimodal data as 
a service (MDaaS)?

68



Questions?
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Knowledge 
Extraction

SKOD SurvQ Find-Them

Multimodal 
IR/ Data 

Integration
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Uncertainties

𝐼𝐷#𝐸 Novelties in 
MMIR

Feature Extraction 
(ML/NLP)

NLP (Text): Pattern Recognition, 
Question Answering, TL, LDA/LSI, 

Word2Vec, SBERT

Data type Processors

Vision (Video): YOLO, Color 
Analysis, Transfer Learning (TL)

1

2

Users’ queries
Heterogeneous Data Streams

Mapped and Fused Knowledge 
Feature Indexed Data
Relevant Multi-modal Result

3
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Schema Mapping and Fusion 

Data Capture

Video

Text
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Video sources
(CCTV, mobile, 

others)
Video serverIngest 1-min
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Store raw
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Store video
metadata Central DB

Cold storage
UI Web 
Server

Create queries,
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video
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and Documents;
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Data Retrieval

Features
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Kafka 
Consumers
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Accurate data, at the right place, and the right time. 
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